Improved Gardner Suppression Timing Jitter Synchronization Algorithm
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Abstract: In non-cooperative digital communication systems, the symbol synchronization of the received signal is of great significance for the correct demodulation of the signal. Synchronization, as a key factor in the accurate transmission of information at the sender in communication, is also a vital technology in blind demodulation structures. Strictly speaking, the synchronization technology in non-cooperative communication systems includes not only carrier synchronization and bit synchronization, but also group synchronization and network synchronization. Although the existing synchronization algorithms have good reference value, they also have their limitations. For the traditional symbol synchronization loop based on the Gardner algorithm, when the roll-off coefficient is small and the symbol rate is high, the loop self-noise is serious. This paper uses a symbol synchronization method based on interpolation adjustment sequences, and proposes an improved algorithm that sets a pre-filter that meets the condition of zero timing jitter before the traditional timing error detector to compensate for the effect of self-noise on synchronization. The simulation results of the two algorithms are compared and analyzed. Through the comparison and analysis of the simulation results of the two algorithms, it is found that the improved algorithm can effectively suppress the timing jitter caused by the self-noise of the loop, and at the same time, can accelerate the symbol synchronization speed, effectively improve the limitations of the traditional algorithm and the slow convergence speed. Engineering significance.
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1. Introduction

Synchronization, as a key factor for accurate transmission of information at the sender side in communication, is also a vital technology in blind demodulation structures. In a strict sense, the synchronization technology in non-cooperative communication systems includes not only carrier synchronization and bit synchronization technology. It also includes group synchronization and network synchronization. [1] Although the existing synchronization algorithms have good reference values, they also have their limitations. Gardner algorithm based on interpolation to achieve bit synchronization is only applicable to PSK signals; Schmid algorithm can only play its timing synchronization role only in OFDM systems. [2-4] Therefore, the appropriate timing synchronization technology is selected under different modulation modes and channel conditions. It is an important task to be solved in current non-cooperative communication blind receiver design.

Symbol synchronization, also known as bit synchronization, is used to achieve the synchronization between the start and end of each symbol on the blind demodulation side with the local clock. [5] Call up the basis of communication content. At present, there are two main methods to achieve symbol synchronization: the first is to blindly estimate the signal phase parameters and construct a timing synchronization algorithm [6-10]; the other is to perform interpolation processing on the input signal and adjust Input sequence.

This paper uses the second method of symbol synchronization based on interpolation adjustment sequences, and proposes an improved algorithm that sets a pre-filter that meets the condition of zero timing jitter before the traditional timing error detector, and performs simulation results of the two algorithms. Comparative analysis.
2. Gardner Algorithm Realizes the Principle of Symbol Synchronization

The Gardner algorithm achieves symbol synchronization by using an interpolation filter in the timing recovery loop to perform a difference on the resampling input sequence \( x(mT_s) \) and output the sequence \( y(kT_i) \) after interpolation timing [7]. Specifically, the block diagram of the symbol synchronization loop is shown in Figure 1:

![Figure 1. Block diagram of symbol synchronization loop based on Gardner algorithm.](image)

The blind demodulator first rough-demodulates a signal with a period \( T \) to obtain a quasi-baseband signal \( x(t) \), and it becomes a discrete sequence \( x(mT_s) \) (\( T \) after a fixed clock sample with a local period \( T_s \) and \( T \) satisfy the Nyquist basic sampling law, and generally use four times the sampling, that is, \( T_s = 1/4T \). The discrete sequence \( x(mT_s) \) is interpolated by the interpolation filter and generated for the symbol Interpolation value of the judgment [8]. If the interpolation value is synchronized, it will be directly output as timing; if the interpolation value is processed by the interpolation filter, it will enter the timing error detector (TED, Timing Error Detector), and the interpolation value and The phase comparison of the local clock obtains the phase error \( t(n) \). The phase error signal \( t(n) \) includes noise and high frequency components that affect the decision, so \( t(n) \) is passed through a loop filter (LF, Loop Filter) To eliminate interference from other ingredients.

In addition, the loop filter outputs the NCO control word \( w(mk) \) and sends the control word to a numerically controlled oscillator (NCO, Numerically Controlled Oscillator) [9]. The numerically controlled oscillator calculates the interpolation filter in real time based on the control word \( w(mk) \) The integer multiple sampling time \( mk \) and the fractional sampling time \( uk \), and send the calculation result to the interpolation filter. The interpolation filter interpolates the input sequence according to \( mk \) and \( uk \), and outputs the synchronized sequence \( y(kT_i) \).

3. Improved Gardner Synchronization Algorithm for Timing Jitter Suppression

The timing recovery loop based on the Gardner algorithm for symbol synchronization has the advantages of simple principle, synchronization performance independent of the carrier phase, and easy implementation [11]. However, this method has the advantages of combating serious timing jitter and slow convergence speed caused by loop self-noise. Obvious deficiency.

1. The timing error calculated by the Gardner algorithm is estimated based on whether there is a polarity change between the two symbols. When the symbol rate of the communication system is large, the timing error is continued to be calculated in the above manner, and the amplitude of the symbol sequence in the loop is high. Frequency hopping, the self-noise generated by the loop is large, and the timing synchronization performance is seriously affected.

2. The Gardner algorithm considers that the accurate timing mark is a zero crossing between two symbols and the sample value is zero at the middle of the two best sampling points. This so-called accurate timing mark must be based on the input signal: modulus value does not have It is correct only when it is diverse, that is, the signal modulation type can only be MPSK [12]. For non-constant mode signals such as MQAM signals, zero crossing may not occur even between two symbols with the same sign, so the traditional Gardner algorithm is not suitable for multiple Mode signal synchronization.

In addition, the jitter of the timing error signal is also related to the roll-off coefficient of the matched filter in the demodulator, and they have a relatively obvious negative correlation.

In order to achieve the timing synchronization of high-frequency symbols under the small roll-off coefficient of the matched filter and suppress the impact of timing jitter on the symbol synchronization, this paper proposes an improved Gardner timing recovery algorithm.

The improved algorithm adds a pre-filter on the basis of
the traditional algorithm to pre-filter the signal entering the timing error device. The variance of the timing error is only related to the roll-off coefficient of the shaping filter. Within the bandwidth of \((1-\alpha)/2T-(1+\alpha)/2T\) is the effective content of the signal, and the remaining frequency band components act as self-noise. Design a bandpass pre-filter with a band limit of \((1-\alpha)/2T-(1+\alpha)/2T\), Partial filtering of the noise band will effectively reduce timing jitter.

The timing recovery loop under the improved algorithm is shown in Figure 2:

Let the quasi-baseband sampling signal \(x(t)\) have the characteristics of zero-crossing period with \(T\) as the minimum positive period. After pre-filtering the signal for any \(k\), when \(t = kT + T/2\) is satisfied, there is \(x(t) = 0\). Let the pre-filtering function be \(f(t)\), the base-band shaping filter function at the transmitting end be \(s(t)\), and the coarse-demodulation matching filtering function at the receiving end be \(m(t)\). Without considering the loop filter, then the three filters in the entire communication system can be equivalent to:

\[
p(t) = f(t) \ast m(t) \ast l(t)
\]

Similarly, for any \(k\), the equivalent filter \(p(t)\) should also satisfy:

\[
p(t) = 0, t = kT + T/2
\]

Let \(P(f)\) be the Fourier transform of \(p(t)\), then equation (3) can be expressed as:

\[
\sum_{m}(-1)^m p(f - m/T) = 0
\]

Further, assuming that \(P(f)\) has a periodic spectrum characteristic with a bandwidth less than \(1/T\), equation (4) can be further expressed as:

\[
p(f) = p(f - 1/T), 0 \leq f < 1/T
\]

Let \(M(f)\) be the spectral expression of the raised cosine signal obtained by baseband signal shaping filtering. At this time, the Fourier transform of the pre-filter function that can suppress timing jitter can be expressed as:

\[
P(f) = \begin{cases} 1/T \cdot M(f - 1/T), & 0 \leq f < 1/T \\ 1/T \cdot M(f + 1/T), & -1/T \leq f < 0 \end{cases}
\]

Perform the inverse Fourier transform on the above formula to get the pre-filter function:

\[
f(t) = m(t) \cos(\pi t / T)
\]

### 4. Simulation Analysis

#### 4.1. Matlab Simulation and Analysis of Traditional Gardner Algorithm with Large Roll-off Coefficient

The simulation environment is MATLAB R2015, the signal modulation method is BPSK, and the raised-cosine shaped roll-off filter is used to shape and filter the baseband signal. The basic parameters of the modulation end are set as follows: symbol length 1000, shaping filter coefficient \(\alpha = 0.7\), symbol rate 1000, sampling frequency 1200kHz. The channel uses a Gaussian channel with a noise intensity of 20dBW. The basic parameters of the blind demodulator are set as follows: the phase deviation is set to 0, the matched filter order is 64, and quadruple resampling is used to periodically recover the loop gain. The coefficient \(C1 = 2 \cdot 10^{-6}\), the initial value of the NCO control word \(w(mk)\) is set to 0.5, the initial value of the NCO register is 0.6, and the initial value of the fractional interpolation coefficient is set to 0.6.

The relationship between the nco control word and the number of iterations is expressed by:
Figure 3. Changes of NCO control words of traditional Gardner algorithm under large roll-off coefficient.

From Figure 3, it can be seen that when the number of iterations is small, the value of the control word is unstable and the range of change is large. The value of the control word is basically stable between 0.4995 and 0.5005 when the number of iterations is about 400, and the output of the loop filter converges. Better performance.

Figure 4 represents the change curve of the fractional coefficient $u_k$ with the number of iterations. The fractional coefficient $u_k$ gradually approaches zero during the iteration process, but the convergence process is relatively slow, and it is basically stable at zero when the number of iterations approaches 1800. Traditional Gardner The algorithm has a clear convergence trend for $u_k$ when the matching filter roll-off coefficient is large, but there is a shortcoming in the convergence speed, and it needs a large number of sampling points to obtain better convergence performance.

Synthesizing the convergence curves of the $u_k$ and NCO control words, it can be seen that when the demodulator matched filter roll-off coefficient is large, the synchronization effect of the symbol synchronization timing loop under the traditional Gardner algorithm on the BPSK signal is obvious, but the synchronization speed is slow and the synchronization is reached. The required number of sampling points is large. If the demodulator is not too demanding, the traditional Gardner algorithm can be used as a symbol synchronization algorithm for constant-mode signals.

4.2. Analysis and Comparison of Matlab Simulation Results of two Algorithms with Small Roll-off Coefficient

The experimental simulation environment remains unchanged, changing the roll-off coefficient of the matched filter to $\alpha = 0.3$, increasing the symbol rate at the sending end to $5 \times 10^6$, and the sampling frequency is 8 times the symbol rate. Increasing the symbol rate and sampling frequency can easily make the symbols The sequence generates timing jitter during the transition, which is more conducive to observing the simulation results.

First, compare the change curves of the NCO control word ($w_{(mk)}$) with the increase of the number of iterations under the two algorithms:

Figure 5. Change of NCO control word of traditional Gardner algorithm under small roll-off coefficient.

Figure 6. Improvement of Gardner algorithm NCO control word change under small roll-off factor.

When the matched filter roll-off coefficient is small, the traditional timing recovery loop's nco control word converges poorly. Even after the number of iterations is over half, the control word still beats continuously in the range of
approximately 0.496-0.502; and the improved algorithm's nco control The word has only changed in the range of 0.499-0.501 from the beginning. It can be seen that the improved algorithm has better stability for the nco control word and effectively solves the problem of slow convergence speed.

Next, observe the comparison chart of the change of the score coefficient $u_k$ under the traditional Gardner algorithm and the improved algorithm:

![Figure 7. Variation of the fractional spacer value ($u_k$) of the traditional Gardner algorithm under the small roll-off factor.](image7)

![Figure 8. Variation of the fractional spacer value ($u_k$) of the improved algorithm under the small roll-off factor.](image8)

Figures 7 and 8 show the convergence curves of $u_k$ under the traditional Gardner algorithm and the improved algorithm when the matched filter roll-off coefficient is small. In the traditional Gardner algorithm, $u_k$ converges slowly, and does not converge even when the number of iterations reaches 2000 To zero; the improved algorithm $u_k$ convergence curve, when the number of iterations is less than 100, $u_k$ has basically stabilized at zero.

Combining the changes of the NCO control word and the fraction coefficient $u_k$ in the two algorithms, the following conclusions can be drawn:

When the symbol rate at the transmitting end is large and the demodulator matched filter roll-off coefficient is small, the symbol synchronization performance of the traditional Gardner algorithm is poor. On the one hand, the value of the NCO control word output by the loop filter is not good. Stable at about 0.5, on the other hand, it shows that the fractional coefficient $u_k$ converges to zero is too slow. In contrast, the improved algorithm has better synchronization performance, indicating that the method of adding a prefilter plays a role in suppressing the self-noise of the loop. Effect, reducing the impact of loop timing jitter on symbol synchronization.

5. Conclusion

The traditional symbol synchronization loop based on the Gardner algorithm has a large matched filter roll-off coefficient in the demodulator, and is suitable for MPSK signals when the symbol rate on the transmitting end is low. When the roll-off coefficient is small and the symbol rate is high, the loop self-noise is severe, and the traditional timing loop cannot achieve the ideal timing synchronization effect. This paper proposes an improved algorithm that sets a pre-filter that satisfies the condition of zero timing jitter in front of the traditional timing error detector to compensate for the effect of self-noise on synchronization. Through the comparison and analysis of the simulation results of the two algorithms, it is found that the improved algorithm can effectively suppress the timing jitter caused by the self-noise of the loop, at the same time, can accelerate the symbol synchronization speed, effectively improve the limitations of the traditional algorithm and the slow convergence speed. The method has certain practical engineering significance.
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